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Abstract. The field of robot learning has made great advances in developing
behaviour learning methodologies capable of learning policies for tasks ranging
from manipulation to locomotion. However, the problem of combined learning of
behaviour and robot structure, here called co-adaptation, is less studied. Most of
the current co-adapting robot learning approaches rely on model-free algorithms
or assume to have access to an a-priori known dynamics model, which requires
considerable human engineering. In this work, we investigate the potential of
combining model-free and model-based reinforcement learning algorithms for
their application on co-adaptation problems with unknown dynamics functions.
Classical model-based reinforcement learning is concerned with learning the
forward dynamics of a specific agent or robot in its environment. However, in the
case of jointly learning the behaviour and morphology of agents, each individual
agent-design implies its own specific dynamics function. Here, the challenge is to
learn a dynamics model capable of generalising between the different individual
dynamics functions or designs. In other words, the learned dynamics model
approximates a multi-dynamics function with the goal to generalise between
different agent designs. We present a reinforcement learning algorithm that uses a
learned multi-dynamics model for co-adapting robot’s behaviour and morphology
using imagined rollouts. We show that using a multi-dynamics model for imagining
transitions can lead to better performance for model-free co-adaptation, but open
challenges remain.

Keywords: Evolutionary Robotics - Co-Adaptation - Co-Design -
Reinforcement Learning.

1 Introduction

Co-adaptation is a process that is present everywhere on Earth. From tiny insects adapting
to human houses [13] to rats adapting their diets in cities [11], to the large whales that
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adapt to fight human-produced noise in the ocean [18], it has proven to be crucial for
survival in a changing environment. The idea of co-adaptation brings together the two
different ways that organisms adapt — behavioural and morphological. Behavioural
adaptation to new tasks happens on short timescales and is not difficult for humans and
animals, whereas, adapting morphological traits is often not possible and is a process
operating on long timescales [19, 17].

When it comes to robotics, we usually only optimise the behaviour of our robots
given a new task. This leads to robots being designed by human engineers to be multi-
purpose and easy to control, such that they can be used for a wide range of tasks.
However, as nature has shown repeatedly, having evolved a specialised body morphology
can lead to vastly improved behavioural policy, performance and excellence in a low
number of essential tasks. Even humans tend to complement or change their morphology
for improving their performance, for example, by using artificial modifications to their
bodies, such as bodysuits for diving.

This leads to the idea of co-adaptation of the behaviour and morphology in robots [16,
24,6,25,15,21,22,26]. The goal is to jointly optimise the control and design parameters
of a robot given its task. The challenge of co-adaptation comes primarily from the
design search space: especially with a high number of continuous design parameters,
it is impossible to evaluate all possible body shapes. One possible alternative option to
reduce these costs drastically is by utilising simulations to build and evaluate robots’
morphologies [25, 6,21]. However, creating, evaluating and mutating possible robot
candidates in a simulation is not only computationally demanding but also suffers from
the simulation-to-reality gap. Designs and behaviours found to be optimal in simulation
may not be optimal in the real world [15,23]. However, to allow for the co-adaptation
of robots in the real world, data-efficient co-adaptation methodologies are required.
Especially methods, which are able to optimise robot morphologies within a low number
of design iterations, as manufacturing robots in the real world requires many resources
and person-hours. Prior work tackling this problem has largely focused on model-free
reinforcement learning approaches [24, 16, 8,21]. In this work, we will explore the
possibility to utilise model-based reinforcement learning techniques [20, 10] to further
improve the performance and sample-efficiency of model-free co-adaptation algorithms
[16]. This requires us to learn not only one single forward-dynamics function for a
specific agent morphology, but also the dynamics of multiple, if not infinitely many,
agents. In our work, we will investigate the benefit of training a forward-dynamics
function parameterised by the known design parameters of agents, and evaluate their
generalisation ability across known and unseen agent morphologies. Furthermore, we
will incorporate this model-based learning approach into state-of-the-art model-free
co-adaptation methods to further increase the data- and training-efficiency of the co-
adaptation using imagination-based [10, 20] training data augmentation for a co-adapting
deep reinforcement learning method. We show that by adding artificial data in known
design space, we are able to improve the performance of the co-adaptation algorithm in
terms of total cumulative rewards collected.
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2 Related Work

Co-adaptation of control and morphology of an agent or robot has a long history,
including the usage of evolutionary algorithms and gradient-based optimisation methods,
such as reinforcement learning. Evolutionary algorithms have been used to evolve
populations of agent morphologies via mutations [25, 6]. Gupta et al. [6] also added a
reinforcement learning loop to optimise the controller directly. Evolutionary approaches
require populations of solutions for each optimisation iteration, which often requires
large amounts of data especially in the case of a high-dimensional space of morphologies.
The need for such large populations means that these approaches have to rely primarily
on simulations due to their high cost in real-world tasks, which makes them prone to
suffer from the so-called simulation-to-reality gap.

There are multiple approaches for solving the co-adaptation problem using model-
free reinforcement learning [24,7, 2, 16]. Schaff et al. [24] use a distribution of designs
that is shifted towards better-performing morphologies with a policy using the design as
context. Whereas, [7] directly considers the design parameters to be learnable but also re-
quires keeping a population of morphologies to compute the policy gradient. Similarly to
the evolutionary methods, both of these model-free approaches have the same drawback
of requiring a population or distribution of morphologies during the entire algorithm run,
thus being limited in their real-world applicability. A different approach was proposed
in [2], where the design or hardware is considered as part of the policy parameters
and jointly optimised. However, this requires hand-engineering and prior knowledge
as it relies on simulating the hardware with an auto-differentiable computational graph.
ORCHID [12] uses model-based reinforcement learning to simultaneously optimise
the hardware and control parameters of the agent. It also uses an actor-critic algorithm
similarly to the proposed approach, however, it relies on a differentiable transition func-
tion which is assumed to be known a-priori. Closest to our method is [16], which is
a model-free co-adaptation approach utilising the Q-value function for data-efficient
evaluation of design candidates. However, it only uses model-free reinforcement learning
while our method uses a learned dynamics model in addition to generate artificial data,
thus combining model-free and model-based reinforcement learning. We use model-free
co-adaptation [16] as a starting point and baseline for evaluating the potential of joint
co-imagination of agent behaviour and design as augmented training data throughout
the learning process. Another approach [5, 8] is to use function and control theory to
co-optimise the morphology and control, both these methods rely on the accuracy of
their models and equations, where [5] also require differentiable control planner and
simulation. [14] use Bayesian optimisation to first optimise the morphology and then
learn the corresponding controller. This method, however, requires a parameterised
controller and would struggle to scale to high-dimensional spaces.

3 Problem Statement

We assume a Markov Decision Process (MDP) for solving the co-adaptation problem,
extended with a design context £&. The MDP is denoted by (S, A, p,r, 7, = ), with state
space S C RY, action space A C R™, design parameter space = C R’ and a given
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reward function r(s,a), with r : S x A — R. Without loss of generalisation we will
assume for the reminder of the paper a continuous but bounded design space = C R?,
with ¢ dimensions. However, = could be in principle also be a set of discrete designs. In
this MDP, the underlying transition probability p(ss11]s¢, a, &) 1 S x AX S x 5+ RT
maps the current state s; and an action a; to the next state s, . Importantly, the transition
probability does not only depend on the current state s; and the agent’s action a;, but
also on the agent’s design variable £ which parameterises the morphology of the agent
such as lengths of legs, their shape or diameter.

The general problem of co-adapting behaviour and morphology of agents with
reinforcement learning is to find a policy 7 : S x A — R™ and designs £ € = such that
the expected discounted return is maximised as

max [E ap~T(st) [ ’Ytr(st,at)‘| ’ (1)
0

™€ st1~p(Set1]st,a6,6) | =

given a specific reward function (s, a) and discount v € [0, 1]. While not required,
we will also assume for the reminder of the paper that the policy 7 and reward r are
parameterised by the design variable &, i.e. w(a|st,€) and r(s¢, at, €). This allows to
learn a single policy 7 capable of adapting to specific agent designs. We will furthermore
assume that design parameters £ are observed, which is generally true as these parameters
are required for manufacturing or simulating (e.g. via urdf files) specific agents.

4 Learning Behaviour, Design and Dynamics across the
Design-Space

To find an optimal combination of behaviour and design with respect to a given reward
function as defined in Eq. (1) using model-based reinforcement learning we need to learn
three components:

Policy: m(st,§)
Design: £, (2)
Transition model: D(St41]5¢, ar, &) -

The first two, policy and design, correspond to the core ideas in the co-adaptation frame-
work, behaviour learning and morphology optimisation, which also appear in existing
model-free co-adaptation approaches. The third corresponds to our main contribution:
Learning a forward-dynamics model across designs. In the following, we will discuss
how we will learn each component.

Behaviour Learning: A central component of co-adaptation is the learning of an optimal
behavioural policy given a design and task. As discussed in the problem statement, we
will operate with an extended MDP formulation considering the effect a parameterised
design has on the reward function r(s¢, at, £) and dynamics p(s¢41]s¢, at, £). In effect,
we consider an extension of the standard reinforcement learning approach optimising for
Eq. (1) in which both the policy 7 and value V' : S +— R, or Q-value @ : S x A — R,



Co-Imagination of Behaviour & Morphology of Agents 5

functions depend on the design variable &, i.e. m(s:,&) @ S x 5 x A — RT and
Q(st,at,&) : S x A x Z — R. For learning a policy m we employ Soft-Actor-Critic
algorithm [9] with the double-Q-network approach for learning a probabilistic policy 7.
Given a set of training experience D, the Q-value function is trained with the altered loss

1
JQ(0) = E(s,,a,,5041,6)~D 3 (Qo(st, a1, ) — (r(se,ae,€) +YVa(se41,6))°| . 3)

where Vj is defined using the target Q-value function Qg(s¢, at, &) parametrised by the
target network parameters 6, given the transition and design (s, at, St.41, ). Similarly,
we use the modified loss

Jx(9) = E(st,s)ND,ewN [ log 7 (fqb (€1556,8) | 56,) — Qo (54, ) (CHRINIIE
“)
for training the parameters of the policy 7. Both these equations are modified to include
the design parameter &.

Furthermore, we train two separate sets of policies and value networks: The popula-
tion networks (Pop), which train on all designs seen thus far, and the individual networks
(Ind) which are trained only on current design. This is facilitated by using a replay buffer
Dsop. containing the collected experience of all designs seen so far, i.e. (s¢, at, St+1,&s)
with £5 € Eeen. The individual networks have its weights initialised by the pop networks
each time we start training on a new design and primarily train with experience from
the current design to facilitate fast and sample-efficient reinforcement learning. While
training on an agent of design & yrent, these individual networks will utilise the replay
buffer Dy,4. containing only experience of the current agent, i.e. (S¢, at, St+1, Eeurrent)-

Design Optimisation: During the design optimisation stage, we aim to identify a design
variable maximising the expected return given the data collected thus far, which is
then synthesised and a new round of behavioural learning is executed. While previous
approaches have utilised simulations to gauge the potential performance of design
candidates, [16] have pointed out that the value function can be utilised as a data-efficient
and computationally more efficient alternative. By using the Q-value function as the
fitness function, Particle Swarm Optimisation (PSO) [1] is used to quickly find the best
next design parameter by optimising the objective

mgaXE(s(lya(lyshforig)N’D [ETF [Q(SO? a, g) ‘ a = 7T(807 g)” . (5)

The expected return (see Eq. (1)) is estimated by evaluating the Q-function for start states
so sampled from a separate replay buffer D = Replays,, and replacing the original
design variable &, with the design query &.

Model Learning: When learning a forward dynamics function in the context of co-
adaptation, we have in principle two choices: we either learn a design-specific, individual,
dynamics function or learn one multi-dynamics function that captures all possible
designs. In the following, we will concentrate on the latter due to its potential to allow
for generalisation between designs, and allow for queries of transitions for unseen
designs. For learning the multi-dynamics function we will follow the probabilistic
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ensemble approach proposed by [3]. The ensemble consists of 3 probabilistic neural
networks with outputs parametrising a Gaussian distribution that estimates the next
state given the current state, taken action and design, defined as Pri(stH |s¢, ag, &) =
N (i (st ar, &), Xy (8¢, ar, €)), where h* corresponds to the i-th network’s parameters.
The ensemble is trained using the Negative Log Likelihood loss calculated for each
network

J5(") = =E(s,.a0,5051,6)~ Replayoy. 08N (St41| i (st, as,€), Xy (8¢, a4,€)) =
E(s,,az,5041,6)~Replaysoy, My (St a1, &) — 5t+1]TE1;i1(5t7 at, &) [ppi (8¢, at, &) — ¢4
+ log det Xyi (54, a4, &), 6)

where we use transitions (s, at, S¢+1,§) sampled from the replay buffer Replays.y.
containing experience from all designs seen thus far. The learned forward dynamics
function h(sq, at, ) is then defined using the TS1 propagation method [3], where at each
time step the network is uniformly sampled from the ensemble to produce an output.
Importantly, we will consider the case where the dynamics functions is learned online, i.e.
without pre-training on pre-collected datasets. At the start of the co-adaptation process,
the dynamics network will be initialised with random weight initialisation and thereafter
trained with the process described above. The number of designs the dynamics networks
are trained on will increase with each new design selected (see Algorithm 1).

5 Co-Adaptation By Model-Based Imagination

In this section, we will discuss the changes made to the behavioural learning process
necessary to utilise a learned dynamics model in the context of co-adaptation. Specifically,
we will propose and investigate the use of a learned forward dynamics model for
supporting the model-free reinforcement learning process by supplying artificial, i.e.
imagined, transitions on known or unseen designs. Assuming a forward dynamics
function h(s;, at, £) learned in the manner described above, we re-formulate the model-
free loss functions of the value function loss

‘]Q(e) = E(Stsat’StJrhE)N,D l:; (Q@(Sta (lt,f) - (T(Stv a}hf) + 7V§(St+17€)))2:|

1
+ E(s;,a0,8041,6)~D [2 (Qo(st;ag,8g) — (r(st,a4,89) + ’yVe(h(shag,fg))))?] (N
59"‘6(5)

ag~m(st,&g)

and for the policy loss as

() = E(s,,,&)w),ew/\/ [a log 7y (f<z> (€et;56,€) | 86,6) — Qo (3t7f<1> (€155, €) »f)}
+ E(st,ﬁ)N'D,EtNN [Ol 10g71'¢ (fs‘b (et; St;ég) | Stagg) - Q(‘) (5t7 f¢ (et; 5t7€g) 759)] )
£qa~G(8E)
3)

where the design variable £, is sampled from a generator G(£). These losses correspond
to a one-step imagination-based approach similar to [10]. Many potential choices exist for
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the design generator G(&). For our experimental evaluation we will consider G(§) = &,
G(€) = N(&,0?) and G(€) = uniform(Z). These correspond to (a) using the identity
function, i.e. using the original design from the replay buffer, (b) adding Gaussian noise
to &, and (c) using a randomly sampled design { € =. The action a4 is sampled from the
policy with 7(s¢, &g).

In practice, to increase the computational efficiency during training, we pre-compute
a sufficiently large batch of (s;, ag, (s, ag4, &), &y) after updating the forward dynamics
model and store them in a separate replay buffer Replaya,. . after each episode. During
the SAC networks training, the population networks are then trained on data that comes
from both real and artificial replay buffers. This is done by taking 80% of the batch
from the real experience buffer Replaysop., and 20% from the artificial experience
Replaya,« .. The final algorithm is shown in Algorithm 1: The algorithm presents a
version of the algorithm in which agent designs, and behaviours are updated sequentially,
i.e. no population of agents is maintained. This is to emulate the constraints experienced
when co-adapting systems in the real world, where mass-parallelization is rarely possible
[16]. The algorithm features two learning loops: The first is training and updating the
behaviour and neural networks; the second is optimizing the agent design via the neural
network surrogates.

6 Experiments

Using the developed data augmentation techniques to imagine transitions of unseen
behaviour and designs, we will now investigate whether these techniques can improve
the performance of model-free co-adaptation. To this end, we will train a multi-dynamics
model on three continuous control tasks: Half-Cheetah, Hopper and Walker. In these
environments, the co-adaptation algorithm can change design variables such as the limb
lengths every hundred episodes, and the goal is to maximize the performance given a
reward function. The trained models are then used to augment the training data with
imagined trajectories from (a) previously seen designs, (b) previous designs with noise
and (c) randomly selected designs. We will focus in our evaluation specifically on the
data efficiency of the developed algorithms in a scenario where each agent is sequentially
updated in behaviour and design, as it would be the case in real-world co-adaptation. We
will conclude this section by discussing open challenges and the apparent non-linearities
in the dynamics predictions when varying the design variables.

6.1 Experimental Setup

During co-adaptation, each experiment starts on the same initial five agent designs that
were selected randomly but are kept constant for all experiments, then the algorithm runs
for 50 more design iterations which are optimised (exploitation) or randomly chosen
(exploration) in alternating fashion. For each of the initial designs, 300 episodes are being
executed, and thereafter 100 episodes. For all environments, we execute 1000 steps per
episode. During design optimisation, we use a batch size of 36 initial states to estimate
the fitness. SAC parameters are: a discount of 0.99, a tau of 0.005, 3E-4 for policy and Q
function learning rates, & = 0.01, and 3 hidden layers with 200 neurons each for policy
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Algorithm 1 Colm: Co-Imagination

Initialise replay buffers: Replayrop., Replaying., Replays,, Replayare.

Initialise first design &

fori e (1,2,...,M) do

Tind. = Tpop.

and. = QPop.

Initialise an empty Replayrna.

Initialise an empty Replayar« .

Fill Replayar+. with random batches from Replayrop. based on design strategy

while Not finished optimising local policy do

Collect experience (so, ao, 1, $1, .., ST, r7) for current design & with policy 71nq.
Add quintuples (s, as, Te+1, St+1) to Replayrna.

Add quintuples (s¢, at, re+1, St+1,&) to Replaypop.

After each episode refresh Replaya.«. experience using p and mop. .

Add start state so to Replays,

Train networks 7rnq. and Q1nq. With random batches from Replayr.q. and Eq. (7-8)
Train Teop. and Qeop. With batches from Replaysop. and Replayar . via Eq. (7-8)
Train Gaussian Dynamics Ensemble model p with batches from Replays.,. with Eq. (6)
end

if i is even then

Sample batch of start states s, = (55, 52, ..., si) from Replays,

Find optimal design & with objective function max¢ = > sy, Qrop. (8, Teop. (8, €),€)

else
| Sample design & with exploration strategy
end

end

and g-value networks. Individual networks have 1000 updates per episode, population
networks have 250, and the batch size is 256. The probabilistic dynamics ensemble [3]
with 3 networks has 3 hidden layers with 500 neurons, the propagation method is the
random model, the learning rate is 3E-4 and the weight decay is 1E-5.

6.2 Environments

Experiments are performed both in PyBullets’ [4, 16] Half-Cheetah and MuJoCos’ [27]
Walker and Hopper continuous control environments:

Half Cheetah: Half Cheetah has a 17-dimensional state space that contain joint positions
and velocities, angular velocity, the horizontal and vertical speed of the centre of mass.
Morphological parameters of Half Cheetah are described by continuous design parame-
ters £ € R®, where € is used to calculate the scaled version of the original Half-Cheetah
leg lengths as (0.29 x &1,0.3 x &2,0.188 x &£3,0.29 x &4,0.3 X &5,0.188 X &), where
each &; € [0.8,2.0]. Design bounds are defined as 0.8 for lower and 2 for upper bound
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on every &;. Action a € RS defines the joint acceleration and the reward function r is
given by r(s) = max(%, 10), where Az is the horizontal speed defining the forward
motion of the agent.

Walker: Similarly, Walker’s state space is 18-dimensional, with an action space of a € R®
and reward function of r(s) = 15 ((htorso > 0.8) x (max(Az,0)+1) — [|yrot||2 ¥ 0.1),
where hy,rs0 1S the height of the torso and y,.,; is the vertical orientation of the torso.
The morphology parameters of Walker scale the agent’s leg and foot lengths calculated
as (04 X 51,045 X 52, 0.6 x 53, 0.2 x 54, 0.45 x €5, 0.6 x §6, 0.2 x §7)

Hopper: Hopper’s state space is 11-dimensional, action space is 3-dimensional and
reward function is similarly to Walker given by r(s) = (maz(htorso > 0.5,0.1) x
(max(Ax,0) + 1) — ||yrot||2 % 0.1). The morphology of Hopper scales the original leg
segments and is defined as (0.4 x £1,0.45 x &3,0.5 x &€3,0.39 X &4). Design bounds for
both Walker and Hopper are defined as 0.5 for lower and 2 for upper bound on every &;.

6.3 Co-Imagination of unaltered Designs (G(£) = &)

First, we study how our method performs when the artificial experience is created without
disturbance to experienced design parameters, using the design generator G(£) = &.
This way the learned dynamics model imagines the transitions only for designs seen in
the past or the current design. Fig. 1 shows the maximum cumulative episodic reward
achieved for each design, with the performance of the model-free baseline shown in blue
and our proposed model-based approach shown in red. We are able to show that using
model-based imagination leads to at least a similar performance in Half-Cheetah (Fig.
1(a)), but leads to an increase in data efficiency for Walker and Hopper (Fig. 1(b-c)).
When it comes to the Walker task in 1(c), which is more difficult compared to Half-
Cheetah, the outcome of using our artificial experience is more significant with a smaller
variance indicating a more stable and reliable increase in performance. This shows that
model-free co-adaptation can benefit from model-based data augmentation, or at least
reach similar performance in the case of Half-Cheetah. To better compare both methods
and investigate the performance of designs uncovered for Walker task, we train SAC
from scratch on the final designs found by model-free and model-based co-adaptation.
Fig. 2 shows the maximum cumulative rewards achieved by the top 50% performing
designs for both model-free and model-based co-adaptation, demonstrating the ability of
the proposed method to outperform model-free co-adaptation (Welch’s t-test: p = 0.024)
and uncover better performing designs.

6.4 Co-Imagination of unknown Designs (G (£) ~ N (&, 02) or uniform(Z))

Given the previous result, we hypothesise that adding even more diverse imagined experi-
ence should further improve our co-adaptation method’s performance. We use the design
generator G(£) ~ N (&, 02), with ¢ = 0.1, and G(£) ~ uniform(Z), meaning adding
noise or selecting random designs respectively, to create the imagined rollouts with our
dynamics model. Figure 3 shows the results of imagining transitions for unknown designs
on the co-adaptation performance with the random selection strategy in black and noisy
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Fig. 1: Cumulative episodic rewards collected by our method with known designs in
red and the model-free co-adaptation in blue. The first row shows forward walking and
second row showing backwards walking task. Half-Cheetah includes 30 seeds, Hopper
10 and Walker 15. For each design the best performance is reported after 100 episodes.
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Fig. 2: Comparison between model-free and model-based co-adaptation on the best 50%
of designs uncovered (18 samples).

in yellow. When it comes to Half-Cheetah in 3(a) which is easier to learn than others,
the noisy strategy is able to continuously learn in it, however, is still not performing as
well as the original strategy where the design parameter is unchanged. However, in the
more difficult Hopper in 3(b) and Walker in 3(c) where falling over is possible, we can
see that noisy and sometimes also random strategy quickly leads to divergence. This
divergence can be explained by the limitations of the learned multi-dynamics function,
the complex dynamics in some areas of design space or the insufficient training data.

6.5 Discussion

While we see that, as expected, the proposed process of co-imagination shows an increase
in performance when hallucinating transitions for known designs, we found that this is
not the case when hallucinating transitions for unseen designs. Surprisingly, we found
that imagining transitions with learned dynamics functions for previously not seen
designs selected either randomly or utilising Gaussian noise can lead to a drastic, even
catastrophic, loss in performance. To investigate this further, we evaluated the modelling
error of our learned dynamics functions in the Half-Cheetah task. Fig. 4(a) shows the
mean square error (MSE) of the model on trajectories from seen designs in red and on
trajectories from unseen designs in blue. We can see that the model continues to improve
its prediction error throughout the learning process. However, there is a noticeable gap
between both errors. We find that the rate at which the prediction error slows decreasing
for designs not yet experienced is much higher. This seems to hint at the limited capability
of the dynamics model to generalise across the design space. Further analysis of the
dynamics of the environment provides additional insight: Given a randomly selected
state-action pair, Fig. 4(b) shows the magnitude of change in the predicted next state
when changing the design variables only, i.e. || h(s¢, at, Eoriginal) — R(St, @t Enew) ||? with
the original design &qriginal and the adapted design &pew. The magenta circle shows where
the original state s; lies in the design space. Due to the high dimensionality of the design
variable, the plot shows the resulting change across a two-dimensional manifold in the
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Fig. 3: Cumulative episodic rewards collected by our model-based co-adaptation method
with known designs in red, noisy designs in yellow and random designs in black. The
model-free co-adaptation baseline [16] in blue. Three agents from left are Half-Cheetah,
Hopper and Walker with forward walking task. For each design the best performance is
reported after 100 episodes.

design space with two principal components. We can see that the change in the predicted
next state is highly non-linear and may explain the inability of the dynamics function
to accurately predict transitions for designs not yet experienced. This effect can also be
found in much simpler dynamical systems, such as the cartpole system, where changes
to the pole length and mass impact the x acceleration (Fig. 4(c)), showing non-linear
changes to acceleration along the x-axis in certain states.

7 Conclusion

The problem of co-adapting agents’ behaviour and morphology has been studied pri-
marily using model-free learning frameworks or algorithms utilising known dynamics
models and simulators. We investigated and proposed using a model-based learning
approach to improve the data-efficiency of model-free co-adaptation by co-imagining
transitions for unseen behaviour and designs. We showed a performance improvement
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Fig. 4: (a) Mean square error of dynamics model during co-adaptation in Half-Cheetah
on designs seen (red) vs an unknown design (blue). (b) Difference in dynamics model
over changes of design in Half-Cheetah. Axes are the principal components of the design
space. Colours indicate the magnitude of change when predicting the next state, using
one design (purple) as reference point. (c) Difference in dynamics when changing pole
length and mass of the classic CartPole task.

when co-adapting the design and behaviour in two out of three continuous control tasks.
However, we also found limitations of using model-learning approaches in the context
of co-adaptation: Using learned models to predict transitions of not yet experienced
agent designs and augmenting the training process with the same leads to a severe
and sometimes catastrophic deterioration in learning performance, impacting both the
policy learning and design optimization process. This uncovered limitation of current ap-
proaches provides an interesting avenue for future research into robust and generalizable
model-learning approaches, suitable for their use in co-adaptation problems, where we
face an infinite number of design variations.
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